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Abstract
In this paper, we consider continuous-time Markov chains with a finite state space under nonlinear expectations. We define so-called Q-operators as an extension of Q-matrices to a non-linear setup, where the non-linearity is due to parameter uncertainty. The main result gives a full characterization of convex Q-operators in terms of a positive maximum principle, a dual representation by means of Q-matrices, continuous-time Markov chains under convex expectations and fully nonlinear ODEs. This extends a well-known characterization of Q-matrices. Moreover, the convex semigroup arising from a Markov process under a convex expectation is being described via the Fenchel-Legendre Transform of the generator.
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1. Introduction and Main Result
We consider a finite non-empty state space S with cardinality \( |S| \in \mathbb{N} \). We endow \( S \) with the discrete topology \( 2^S \) and w.l.o.g. assume that \( S = \{1, \ldots, d\} \). The space of all bounded measurable functions \( S \to \mathbb{R} \) can therefore be identified by \( \mathbb{R}^d \). A bounded random variable \( u \) thus will always be denoted as a vector of the form \( u = (u_1, \ldots, u_d)^\top \in \mathbb{R}^d \) identifying \( u(i) = u_i \) for \( i \in \{1, \ldots, d\} \). On \( \mathbb{R}^d \) we will always consider the norm

\[
\|u\|_\infty := \max_{i = 1, \ldots, d} |u_i|
\]

for a vector \( u \in \mathbb{R}^d \). Moreover, for \( \alpha \in \mathbb{R} \) we denote by \( \alpha \in \mathbb{R}^d \) the constant vector \( u \in \mathbb{R}^d \) with \( u_i = \alpha \) for all \( i \in \{1, \ldots, d\} \). For a matrix \( a = (a_{ij})_{1 \leq i, j \leq d} \in \mathbb{R}^{d \times d} \), we denote by \( \|a\| \) the operator norm of \( a: \mathbb{R}^d \to \mathbb{R}^d \) w.r.t. the norm \( \|\cdot\|_\infty \), i.e.

\[
\|a\| = \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{\|av\|_\infty}{\|v\|_\infty} = \max_{i = 1, \ldots, d} \left( \sum_{j=1}^d |a_{ij}| \right).
\]

Inequalities of vectors are always understood component-wise, i.e. for \( u, v \in \mathbb{R}^d \)

\[ u \leq v \iff \forall i \in \{1, \ldots, d\} : u_i \leq v_i. \]

All concepts in \( \mathbb{R}^d \) that include inequalities are to be understood w.r.t. the latter partial ordering. For example, a vector field \( F: \mathbb{R}^d \to \mathbb{R}^d \) is called convex if

\[
F_i(\lambda u + (1 - \lambda)v) \leq \lambda F_i(u) + (1 - \lambda)F_i(v)
\]

for all \( i \in \{1, \ldots, d\} \), \( u, v \in \mathbb{R}^d \) and \( \lambda \in [0, 1] \). A vector field \( F \) is called sublinear if it is convex and positive homogeneous of degree 1. Moreover, for a set \( M \subset \mathbb{R}^d \) of vectors, we write \( u = \sup M \) if \( u_i = \sup_{v \in M} v_i \) for all \( i \in \{1, \ldots, d\} \).

A matrix \( q = (q_{ij})_{1 \leq i, j \leq d} \in \mathbb{R}^{d \times d} \) is called a Q-matrix if it satisfies the following conditions:

(i) \( q_{ii} \leq 0 \) for all \( i \in \{1, \ldots, d\} \).

(ii) \( q_{ij} \geq 0 \) for all \( i, j \in \{1, \ldots, d\} \) with \( i \neq j \).

(iii) \( \sum_{j=1}^d q_{ij} = 0 \) for all \( i \in \{1, \ldots, d\} \).

It is well known that every continuous-time Markov chain with certain regularity properties at time \( t = 0 \) can be related to a Q-matrix and vice versa. More precisely, for a matrix \( q \in \mathbb{R}^{d \times d} \) the following statements are equivalent:

(i) \( q \) is a Q-matrix.

(ii) There is a Markov chain \((\Omega, \mathcal{F}, (\mathbb{P}_t)_{t \geq 0}, (X_t)_{t \geq 0})\) such that

\[
q u_0 = \lim_{h \to 0} \frac{\mathbb{E}(u_0(X_h)) - u_0}{h}
\]

for all \( u_0 \in \mathbb{R}^d \), where \( u_0(i) \) is the \( i \)-th component of \( u_0 \) for \( i \in \{1, \ldots, d\} \), \( \mathbb{P}_t \) stands for the probability measure under which the Markov chain \( (X_t)_{t \geq 0} \) satisfies \( \mathbb{P}_t(X_0 = i) = 1 \) for \( i \in \{1, \ldots, d\} \) and \( \mathbb{E}(Y) := (\mathbb{E}_{\mathbb{P}_1}(Y), \ldots, \mathbb{E}_{\mathbb{P}_d}(Y))^\top \in \mathbb{R}^d \) for any bounded random variable \( Y: \Omega \to \mathbb{R} \).

In this case, for each vector \( u_0 \in \mathbb{R}^d \), the function \( u: [0, \infty) \to \mathbb{R}^d, t \mapsto \mathbb{E}(u_0(X_t)) \) is the unique classical solution \( u \in C^1([0, \infty); \mathbb{R}^d) \) of the initial value problem

\[
u'(t) = qu(t), \quad t \geq 0, \quad u(0) = u_0,
\]

i.e. \( u(t) = e^{qt}u_0 \) for all \( t \geq 0 \), where \( e^{qt} \) is the matrix exponential of \( qt \). We refer to Norris\cite{Norris} for a detailed illustration of this relation.
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Here and throughout this paper, we say that a (possibly nonlinear) operator \( \mathcal{P} : \mathbb{R}^d \to \mathbb{R}^d \) satisfies the *positive maximum principle* if for \( u = (u_1, \ldots, u_d)^T \in \mathbb{R}^d \) and \( i \in \{1, \ldots, d\} \) it holds that \( u_i \leq \sup_{P \in \mathcal{P}} E_P u_i \leq u_i \) for all \( j \in \{1, \ldots, d\} \). This notion is motivated by the positive maximum principle for generators of Feller processes, see e.g. [12, Equation (0.8)]. Notice that a matrix \( q \in \mathbb{R}^{d \times d} \) is a \( Q \)-matrix if and only if it satisfies the positive maximum principle and \( q1 = 0 \), where \( 1 := (1, \ldots, 1)^T \in \mathbb{R}^d \) denotes the constant 1 vector. Indeed, property (iii) in the definition of a \( Q \)-matrix is just a reformulation of \( q1 = 0 \). Moreover, if \( q \) satisfies the positive maximum principle, then \( q_{ij} = (q(e_i))_j \leq 0 \) for all \( i, j \in \{1, \ldots, d\} \) and \( -q_{ij} = (q(-e_i))_j \leq 0 \) for all \( i, j \in \{1, \ldots, d\} \) with \( i \neq j \). On the other hand, if \( q \) is a \( Q \)-matrix, \( u = (u_1, \ldots, u_d)^T \in \mathbb{R}^d \) and \( i \in \{1, \ldots, d\} \) with \( u_i \geq u_j \) for all \( j \in \{1, \ldots, d\} \). Then, \( (q u)_i \leq \sum_{j=1}^d q_{ij} u_j \leq u_i \sum_{j=1}^d q_{ij} = 0 \), which shows that \( q \) satisfies the positive maximum principle.

The notion of a nonlinear expectation was introduced by Peng [19]. Since then, nonlinear expectations have been widely used in order to describe model uncertainty in a probabilistic framework. Prominent examples of nonlinear expectations are the g-expectation, see Coquet et al. [2], and the G-expectation introduced by Peng [20],[21]. Given a measurable space \((\Omega, \mathcal{F})\), we consider the space \( L^\infty(\Omega, \mathcal{F}) \) of all bounded measurable functions \( \Omega \to \mathbb{R} \). A *nonlinear expectation* is then a functional \( \mathcal{E} : L^\infty(\Omega, \mathcal{F}) \to \mathbb{R} \) which satisfies \( \mathcal{E}(X) \leq \mathcal{E}(Y) \) whenever \( X(\omega) \leq Y(\omega) \) for all \( \omega \in \Omega \), and \( \mathcal{E}(\alpha 1_\Omega) = \alpha \) for all \( \alpha \in \mathbb{R} \). If \( \mathcal{E} \) is additionally convex, we say that \( \mathcal{E} \) is a convex expectation. It is well known, see e.g. [8] or [10], that every convex expectation \( \mathcal{E} \) admits a dual representation in terms of finitely additive probability measures. If \( \mathcal{E} \), however, even admits a dual representation in terms of (countably additive) probability measures, we say that \((\Omega, \mathcal{F}, \mathcal{E})\) is a convex expectation space.

In [19], Peng introduces a first notion of Markov chains under nonlinear expectations. However, the existence of stochastic processes under nonlinear expectations has only been considered in terms of finite dimensional nonlinear marginal distributions, whereas completely path-dependent functionals could not be regarded. Markov chains under model uncertainty have been considered amongst others by Hartfiel [11], Škulj [22] and De Cooman et al. [3]. In [11], Hartfiel considers so-called Markov set-chains in discrete time, using matrix intervals in order to describe model uncertainty in the transition matrices. Later, Škulj [22] approached Markov chains under model uncertainty using Choquet capacities, which results in higher-dimensional matrices on the power set, while De Cooman et al. [3] considered imprecise Markov chains using an operator theoretic approach with upper and lower expectations. In [8, Example 5.3], model uncertainty in the transition matrix is being described by a transition operator, which allows the construction of discrete-time Markov chains on the canonical path space. In continuous time, in particular computational aspects of sublinear imprecise Markov chains, have been studied amongst others by Škulj [23] or Krak et al. [13].

In this paper, we consider continuous-time Markov chains under convex expectations and extend the above relation between Markov chains, \( Q \)-matrices and ordinary differential equations to the convex case. This is done using convex duality, so-called Nisio semigroups (cf. Nisio [15]) and a convex version of Kolmogorov’s extension theorem, see Denk et. al. [8], which provides an extension to the whole path space. A similar approach has been used by Denk et al. [7] in order to construct Lévy processes under nonlinear expectations via solutions to fully nonlinear PDEs using Nisio semigroups. Restricting the time parame-
A convex Markov chain is a quadruple \((\Omega, \mathcal{F}, \mathcal{E}, (X_t)_{t \geq 0})\), where

(i) \((\Omega, \mathcal{F})\) is a measurable space.

(ii) \(X_t : \Omega \to \{1, \ldots, d\}\) is \(\mathcal{F}\)-measurable for all \(t \geq 0\).

(iii) \(\mathcal{E} = (\mathcal{E}_1, \ldots, \mathcal{E}_d)^T\), where \((\Omega, \mathcal{F}, \mathcal{E}_i)\) is a convex expectation space for all \(i \in \{1, \ldots, d\}\) and \(\mathcal{E}(u_0(X_0)) = u_0\). Here and in the following we make use of the notation

\[\mathcal{E}^i(Y) := (\mathcal{E}_1(Y), \ldots, \mathcal{E}_d(Y))^T \in \mathbb{R}^d\]

for \(Y \in L^\infty(\Omega, \mathcal{F})\).

(iv) The following version of the Markov property is satisfied: For all \(s, t \geq 0\), \(n \in \mathbb{N}\), \(0 \leq t_1 < \ldots < t_n \leq s\) and \(v_0 \in (\mathbb{R}^d)^{(n+1)}\) we have that

\[\mathcal{E}^i(v_0(Y, X_{t+n})) = \mathcal{E}^i(\mathcal{E}_i(v_0(Y, \cdot)))\]

with \(Y := (X_{t_1}, \ldots, X_{t_n})\) and \(\mathcal{E}_i(u_0) := \mathcal{E}^i(u_0(X_i))\) for all \(u_0 \in \mathbb{R}^d\) and \(i \in \{1, \ldots, d\}\).

We say that the Markov chain \((\Omega, \mathcal{F}, \mathcal{E}, (X_t)_{t \geq 0})\) is linear or sublinear if the mapping \(\mathcal{E} : L^\infty(\Omega, \mathcal{F}) \to \mathbb{R}^d\) is additionally linear or sublinear, respectively.

The Markov property given in (iv) of the previous definition is the nonlinear analogon of the classical Markov property without using conditional expectations. Notice that due to the nonlinearity of the expectation, the definition and, in particular, the existence of a conditional (nonlinear) expectation is quite involved, which is why we avoid to introduce this concept.

Definition 3 A family \(\mathcal{I} = (\mathcal{I}(t))_{t \geq 0}\) of (possibly nonlinear) operators \(\mathcal{I}(t) : \mathbb{R}^d \to \mathbb{R}^d\) is called a semigroup if

(i) \(\mathcal{I}(0) = I\), where \(I = I_d\) is the \(d\)-dimensional identity matrix,

(ii) \(\mathcal{I}(s + t) = \mathcal{I}(s) \mathcal{I}(t)\) for all \(s, t \geq 0\).

(iii) The mapping \([0, \infty) \to \mathbb{R}^d, t \to \mathcal{I}(t)u_0\) is continuous for all \(u_0 \in \mathbb{R}^d\).

Here and throughout, we make use of the notation \(\mathcal{I}(s) \mathcal{I}(t) := \mathcal{I}(s) \circ \mathcal{I}(t)\). We call \(\mathcal{I}\) Markovian if

(iv) \(\mathcal{I}(t)u_0 \leq \mathcal{I}(t)v_0\) for all \(t \geq 0\) and \(u_0, v_0 \in \mathbb{R}^d\) with \(u_0 \leq v_0\).

(v) \(\mathcal{I}(t)\alpha = \alpha\) for all \(t \geq 0\) and \(\alpha \in \mathbb{R}\), where we again use the notation \(\alpha := (\alpha, \ldots, \alpha)^T \in \mathbb{R}^d\).

We say that \(\mathcal{I}\) is linear, sublinear or convex if \(\mathcal{I}(t)\) is linear, sublinear or convex for all \(t \geq 0\), respectively.

Definition 4 Let \(\mathcal{P} \subset \mathbb{R}^{d \times d}\) be a set of \(Q\)-matrices and \(f = (f_q)_{q \in \mathcal{P}}\) a family of vectors with \(\sup_{q \in \mathcal{P}} f_q = f_{q_0} = 0\) for some \(q_0 \in \mathcal{P}\). We denote by

\[S_q(t)u_0 := e^{q_0 t}u_0 + \int_0^t e^{q_0 s}f_q ds = u_0 + \int_0^t e^{q_0(s)}(qu_0 + f_q) ds\]

for \(t \geq 0\), \(u_0 \in \mathbb{R}^d\) and \(q \in \mathcal{P}\). Then \(S_q = (S_q(t))_{t \geq 0}\) is an affine linear semigroup. We call a semigroup \(\mathcal{I}\) the Nisio semigroup or the semigroup envelope of \((\mathcal{P}, f)\) if

(i) \(\mathcal{I}(t)u_0 \leq S_q(t)u_0\) for all \(t \geq 0\), \(u_0 \in \mathbb{R}^d\) and \(q \in \mathcal{P}\),

(ii) For any other semigroup \(\mathcal{I}\) satisfying (i) we have that \(\mathcal{I}(t)u_0 \leq \mathcal{I}(t)u_0\) for all \(t \geq 0\) and \(u_0 \in \mathbb{R}^d\).

That is, the Nisio semigroup \(\mathcal{I}\) is the smallest semigroup that dominates all semigroups \((S_q)_{q \in \mathcal{P}}\).

The following main theorem gives a full characterization of convex \(Q\)-operators.

Theorem 5 Let \(\mathcal{D} : \mathbb{R}^d \to \mathbb{R}^d\) be a mapping. Then the following statements are equivalent:

(i) \(\mathcal{D}\) is a convex \(Q\)-operator.

(ii) \(\mathcal{D}\) is convex, satisfies the positive maximum principle and \(\mathcal{D}\alpha = 0\) for all \(\alpha \in \mathbb{R}\), where \(\alpha := (\alpha, \ldots, \alpha)^T \in \mathbb{R}^d\).

(iii) There exists a set \(\mathcal{P} \subset \mathbb{R}^{d \times d}\) of \(Q\)-matrices and a family \(f = (f_q)_{q \in \mathcal{P}} \subset \mathbb{R}^d\) of vectors with \(\sup_{q \in \mathcal{P}} f_q = f_{q_0} = 0\) for some \(q_0 \in \mathcal{P}\) such that

\[\mathcal{D}u_0 = \sup_{q \in \mathcal{P}} (qu_0 + f_q)\]

for all \(u_0 \in \mathbb{R}^d\), where the suprema are to be understood componentwise.

(iv) There exists a convex Markovian semigroup \(\mathcal{I}\) with

\[\mathcal{D}u_0 = \lim_{h \to 0} \frac{\mathcal{I}(h)u_0 - u_0}{h}\]

for all \(u_0 \in \mathbb{R}^d\).
(v) There is a convex Markov chain \((\Omega, \mathcal{F}, \mathcal{E}, (X_t)_{t \geq 0})\) such that
\[
\mathcal{D}u_0 = \lim_{h \to 0} \frac{\mathcal{E}(u_0(X_h)) - u_0}{h}
\]
for all \(u_0 \in \mathbb{R}^d\).

In this case, for each initial value \(u_0 \in \mathbb{R}^d\), the function \(u: [0, \infty) \to \mathbb{R}^d, t \mapsto \mathcal{E}(u_0(X_t))\) is the unique classical solution \(u \in C^1([0, \infty); \mathbb{R}^d)\) of the initial value problem
\[
u'(t) = \mathcal{D}u(t) = \sup_{q \in \mathcal{P}} (qu(t) + f_q), \quad t \geq 0, \quad u(0) = u_0.
\]
Moreover, \(u(t) = \mathcal{I}(t)u_0\) for all \(t \geq 0\) and \(\mathcal{I}\) is the Nisio semigroup w.r.t. \((\mathcal{P}, f)\).

Remark 6 Consider the situation of Theorem 5.

(a) The dual representation in (iii) gives a model uncertainty interpretation to Q-operators. The set \(\mathcal{P}\) can be seen as the set of all plausible rate matrices, when considering the Q-operator \(\mathcal{D}\). For \(q \in \mathcal{P}\) the vector \(f_q \leq 0\) can be interpreted as a penalization, which measures how much importance we give to each rate matrix \(q\). The requirement that there exists some \(q_0 \in \mathcal{P}\) with \(f_{q_0} = 0\) can be interpreted in the following way: There has to exist at least one rate matrix \(q_0\) within the set of all plausible rate matrices \(\mathcal{P}\) to which we assign the maximal importance, that is minimal penalization.

(b) The Nisio semigroup \(\mathcal{I}\) w.r.t. \((\mathcal{P}, f)\) can be constructed more explicitly. For details, we refer to Section 2. Moreover, notice that the Nisio semigroup \(\mathcal{I}\) can be constructed w.r.t. any dual representation \((\mathcal{P}, f)\) as in (iii) and results in the unique classical solution of (2) independent of the choice of the representation \((\mathcal{P}, f)\).

(c) The same equivalence as in Theorem 5 holds if convexity is replaced by sublinearity in (i), (ii), (iv) and (v) and \(f_q = 0\) for all \(q \in \mathcal{P}\) in (iii). In this case, the set \(\mathcal{P}\) in (iii) can be chosen to be compact as we will see in the proof of Theorem 5.

(d) Theorem 5 extends and includes the well-known relation between (linear) Markov chains, Q-matrices and ordinary differential equations.

(e) A consequence of Theorem 5 is that every convex Markovian semigroup, which is differentiable at 0, is the Nisio semigroup with respect to the Fenchel-Legendre transform (or any other dual representation as in (iii)) of its generator.

(f) Although \(\mathcal{D}\) has an unbounded convex conjugate, the convex initial value problem
\[
u'(t) = \mathcal{D}u(t) \quad \text{for all } t \geq 0, \quad u(0) = u_0.
\]
has a unique global solution.

(g) Solutions to (3) remain bounded. Therefore, a Picard iteration or Runge-Kutta methods can be used for numerical computations and the convergence rate (depending on the size of the initial value \(u_0\)) can be explicitly computed.

(h) As in the linear case, by solving the differential equation (3) one can compute expressions of the form
\[u(t) = \mathcal{E}(u_0(X_t)).\]
under model uncertainty.

2. Proof of Theorem 5

Here, we only provide a proof of (v) \(\Rightarrow\) (ii) \(\Rightarrow\) (i) \(\Rightarrow\) (iii) and indicate the construction of the Nisio semigroup \(\mathcal{I}\). For the remaining implications (iii) \(\Rightarrow\) (iv) \(\Rightarrow\) (v) and more details concerning the Nisio semigroup \(\mathcal{I}\), we refer to [14] and [8].

We say that a set \(\mathcal{P} \subset \mathbb{R}^{d \times d}\) of matrices is row-convex if for any diagonal matrix \(\lambda \in \mathbb{R}^{d \times d}\) with \(\lambda_i := \lambda \in [0, 1]\) for all \(i \in \{1, \ldots, d\}\) and all \(p, q \in \mathcal{P}\) we have that
\[\lambda p + (1 - \lambda)q \in \mathcal{P},\]
where \(I = I_d\) is the \(d\)-dimensional identity matrix. Note that for all \(i \in \{1, \ldots, d\}\) the \(i\)-th row of the matrix \(\lambda p + (1 - \lambda)q\) is the convex combination of the \(i\)-th row of \(p\) and \(q\) with \(\lambda\). Therefore, a set \(\mathcal{P}\) is row-convex if for all \(q, p \in \mathcal{P}\) the convex combination with different \(\lambda \in [0, 1]\) in every row is again an element of \(\mathcal{P}\). Note that for example the set of all Q-matrices is row-convex.

Remark 7 Let \(\mathcal{D}\) be a convex Q-operator. For every matrix \(q \in \mathbb{R}^{d \times d}\) let
\[\mathcal{D}^*(q) := \sup_{u \in \mathbb{R}^d} (qu - \mathcal{D}(u)) \in [0, \infty]^d\]
be the conjugate function of \(\mathcal{D}\). Notice that \(0 \leq \mathcal{D}^*(q)\) for all \(q \in \mathbb{R}^{d \times d}\) since \(\mathcal{D}(0) = 0\). Let
\[\mathcal{P} := \{q \in \mathbb{R}^{d \times d} \mid \mathcal{D}^*(q) < \infty\}\]
and \(f_q := -\mathcal{D}^*(q)\) for all \(q \in \mathcal{P}\). Then, the following facts are well-known results from convex duality theory in \(\mathbb{R}^d\). We refer to [9] or [10, Appendix A.1] for more details.

(a) The set \(\mathcal{P}\) is row-convex and the mapping \(\mathcal{P} \to \mathbb{R}, q \mapsto f_q\) is continuous.
b) Let \( M > 0 \) and \( \mathcal{P}_M := \{ q \in \mathbb{R}^{d \times d} \mid \mathcal{D}^*(q) \leq M \} \). Then, \( \mathcal{P}_M \subset \mathbb{R}^{d \times d} \) is compact and row-convex. Therefore,

\[
\mathcal{D}_M: \mathbb{R}^d \to \mathbb{R}^d, \quad u \mapsto \max_{q \in \mathcal{P}_M} (qu + f_q)
\]

(4)
defines a convex operator which is Lipschitz continuous. Notice that the maximum in (4) is to be understood componentwise. However, for fixed \( u \in \mathbb{R}^d \) the maximum can be attained by a single element simultaneously in every component of \( \mathcal{P}_M \) since \( \mathcal{P}_M \) is row-convex, i.e. for all \( u \in \mathbb{R}^d \) there exists some \( q_0 \in \mathcal{P}_M \) with

\[
\mathcal{D}u = q_0u + f_{q_0}.
\]

c) Let \( R > 0 \). Then, there exists some \( M > 0 \) such that

\[
\mathcal{D}u = \max_{q \in \mathcal{P}_M} (qu + f_q) = \mathcal{D}_Mu
\]

for all \( u \in \mathbb{R}^d \) with \( \|u\|_\infty \leq R \). In particular, \( \mathcal{D} \) is locally Lipschitz continuous and admits a representation of the form

\[
\mathcal{D}u = \max_{q \in \mathcal{P}} (qu + f_q)
\]

for all \( u \in \mathbb{R}^d \), where for fixed \( u \in \mathbb{R}^d \) the maximum can be attained by a single element simultaneously in every component of \( \mathcal{P} \). In particular, there exists some \( q_0 \in \mathcal{P} \) with \( f_{q_0} = \sup_{q \in \mathcal{P}} f_q = \mathcal{D}(0) = 0 \).

Proof

(iii) \( \Rightarrow \) (ii): As \( \mathcal{D}_i \) is a convex expectation for all \( i \in \{1, \ldots, d\} \), it follows that the operator \( \mathcal{D} \) is convex with \( \mathcal{D}0 = 0 \) for all \( \alpha \in \mathbb{R} \). Now, let \( u_0 \in \mathbb{R}^d \) and \( i \in \{1, \ldots, d\} \) with \( u_{0,i} \geq u_{0,j} \) for all \( j \in \{1, \ldots, d\} \). Let \( \alpha > 0 \) be such that

\[
\|u_0 + \alpha\|_\infty = (u_0 + \alpha)_i = u_{0,i} + \alpha
\]

and \( v_0 := u_0 + \alpha \). Then,

\[
\mathcal{D}v_0 = \lim_{h \searrow 0} \frac{\mathcal{D}(u_0(X_h) + \alpha) - v_0}{h} = \lim_{h \searrow 0} \frac{\mathcal{D}(u_0(X_h)) - u_0}{h} = \mathcal{D}u_0.
\]

Assume that \( (\mathcal{D}u_0)_i > 0 \). Then, there exists some \( h > 0 \) such that

\[
\mathcal{D}_i(v_0(X_h)) - v_{0,i} > 0,
\]

i.e.

\[
\|\mathcal{D}(v_0(X_h))\|_\infty \geq \mathcal{D}_i(v_0(X_h)) > v_{0,i} = \|v_0\|_\infty,
\]

which is a contradiction to

\[
\|\mathcal{D}(v_0(X_h))\|_\infty \leq \|v_0\|_\infty.
\]

This shows that \( \mathcal{D} \) satisfies the positive maximum principle.

(ii) \( \Rightarrow \) (i): This follows directly from the positive maximum principle, considering the vectors \( \lambda e_i \) and \( -\lambda e_i \) for all \( \lambda > 0 \) and \( i \in \{1, \ldots, d\} \).

(iii) \( \Rightarrow \) (iii): Let \( \mathcal{D} \) be a convex \( \mathcal{Q} \)-operator. Moreover, let \( \mathcal{P} \) and \( f = (f_q)_{q \in \mathcal{P}} \) as in Remark 7. Then, by Remark 7 c), it only remains to show that every \( q \in \mathcal{P} \) is a \( \mathcal{Q} \)-matrix. To this end, fix an arbitrary \( q \in \mathcal{P} \). Then, for all \( \alpha \in \mathbb{R} \) it holds

\[
\mathcal{D}u = q(\lambda \alpha) \leq \frac{1}{\lambda} (\mathcal{D}(\lambda \alpha) + \mathcal{P}^*(q)) = \frac{1}{\lambda} \mathcal{P}^*(q) \to 0,
\]

as \( \lambda \to \infty \), where we used Remark 7 c) in the second inequality. Therefore, \( \mathcal{D}u \leq 0 \) for all \( \alpha \in \mathbb{R} \). Since, \( q \) is linear, it follows \( q1 = 0 \). Now, let \( i, j \in \{1, \ldots, d\} \). Then, by Remark 7 c) and the definition of a \( \mathcal{Q} \)-operator, it follows that

\[
-q_{ij} \leq \frac{1}{\lambda} (\mathcal{D}(\lambda e_i) + \mathcal{P}^*(q)) \leq \frac{1}{\lambda} (\mathcal{P}^*(q)) \to 0
\]

as \( \lambda \to \infty \), i.e. \( q_{ij} \geq 0 \). Therefore, \( q \) is a \( \mathcal{Q} \)-matrix.

We conclude by constructing the Nisio semigroup \( \mathcal{S} \) w.r.t. the dual representation \( (\mathcal{P}, f) \) from the previous proof. For every \( q \in \mathcal{P} \), we consider the linear ODE

\[
u(t) = q(t) + f_q, \quad t \geq 0 \tag{5} \]

with \( u(0) = u_0 \in \mathbb{R}^d \). Then, by variation of constant, the solution of (5) is given by

\[
\mathcal{S}(t)u_0 := e^{\mathcal{P}t}u_0 + \int_0^t e^{\mathcal{P}s}f_q \, ds = u_0 + \int_0^t e^{\mathcal{P}s}(qu_0 + f_q) \, ds
\]

for \( t \geq 0 \), where \( e^{\mathcal{P}t} \in \mathbb{R}^{d \times d} \) is the matrix exponential of \( tq \) for all \( t \geq 0 \). Then, the family \( \mathcal{S}_q = \{\mathcal{S}_q(t)\}_{t \geq 0} \) defines a uniformly continuous semigroup of affine linear operators, i.e.

(i) \( \mathcal{S}_q(0) = I \), where \( I = I_d \) is the \( d \)-dimensional identity matrix,

(ii) \( \mathcal{S}_q(s + t) = \mathcal{S}_q(s)\mathcal{S}_q(t) \) for all \( s, t \geq 0 \),

(iii) \( \|\mathcal{S}_q(t) - I\| \to 0 \) as \( t \to 0 \).

Remark 8

a) Note that for all \( q \in \mathcal{P} \) and \( t \geq 0 \) the matrix exponential \( e^{\mathcal{P}t} \in \mathbb{R}^{d \times d} \) is a stochastic matrix, i.e.
We consider the set of finite partitions $\mathcal{P}$ where the supremum is taken componentwise. Note that $(e^q)_t$ is well-defined since $e^q \leq e^q(t)$ for all $u, v \in \mathbb{R}^d$ with $u \leq v$ and therefore, the semigroup $S_q$ is monotone (see part b) below for a definition).

In particular, $e^q u \leq e^q v$ for all $u, v \in \mathbb{R}^d$ with $u \leq v$ and $\pi$ is well-defined since $e^q(\pi) \leq e^q(v)$ for all $u, v \in \mathbb{R}^d$ with $u \leq v$, and $\pi$ preserves constants, i.e. $\pi(\alpha) = \alpha$ for all $\alpha \in \mathbb{R}$. By part a), it is clear that $e^q \in \mathbb{R}^{d \times d}$ is a linear kernel for all $q \in \mathcal{P}$ and $t \geq 0$.

Moreover, $e^q \geq e^q(t) \geq e^q(t_0)$ for all $t_0$ since $\pi$ is stochastic. Moreover, $\pi$ is a convex kernel as it is monotone and

$$
\pi(\alpha) = \alpha + \sup_{q \in \mathcal{P}} \int_0^t e^q f_q \, ds = \alpha
$$

for all $q \in \mathcal{P}$, where we used the fact that $e^q$ is stochastic. Furthermore, $\pi$ is a monotone kernel.
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