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Abstract

Probabilistic answer set programming (PASP) combines rules, facts, and independent probabilistic facts. Often one restricts such programs so that every query yields a sharp probability value. The purpose of this paper is to argue that a very useful modeling language is obtained by adopting a particular credal semantics for PASP, where one associates with each consistent program a credal set. We examine the basic properties of PASP and present an algorithm to compute (upper) probabilities given a program.
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1. Introduction

The purpose of this paper is to show that Probabilistic Answer Set Programming (PASP) actually offers an elegant and enjoyable modeling language. To do so, we review, and modify slightly, the credal semantics of probabilistic logic programming, and we use it to concoct a programming style where one can ask questions about probability distributions satisfying sets of constraints.

The credal semantics is based on the stable model semantics. About twenty years ago it became clear that the stable model semantics for logic programs also offered an attractive programming paradigm. A similar perspective is proposed in this paper: instead of looking at the credal semantics of PASP merely as a way to lend meaning to pathological cyclic programs, here the credal semantics is viewed as a probabilistic programming paradigm that goes beyond existing modeling languages.

Section 2 reviews some needed concepts, and Section 3 presents the basic syntax and semantics of PASP. Sections 4 and 5 detail the semantics and discuss the proposed programming paradigm. Section 6 presents an algorithm that returns (upper) probabilities given a PASP program.

2. Background: Answer Set Programming

Answer Set Programming (ASP) is a programming paradigm that emerged from research in logic programming; we here review basic syntactic and semantic notions [18].

First: a literal is either an atom \( r(t_1, \ldots, t_k) \) where \( r \) is a predicate of arity \( k \) and each \( t_i \) is either a constant or a logical variable, or an atom preceded by \( \neg \) (then we say the atom is strongly negated; that is, the logical value of the expression is given by usual Boolean negation).

Syntactically, an ASP program is a set of rules such as

\[ H_1 \lor \cdots \lor H_m :\leftarrow B_1, \ldots, B_n, \]

where \( H_1 \lor \cdots \lor H_m \) is the head and \( B_1, \ldots, B_n \) is the body, and where each \( H_i \) is a literal and each subgoal \( B_j \) can be either a literal \( A \) or a literal \( A \) preceded by \( \text{not} \) (that is, \( \text{not} \ A \)). Here is a rule:

\[ \text{red}(X) \lor \text{green}(X) \lor \text{blue}(X) :\leftarrow \text{node}(X), \text{not barred}(X), \]

meaning that if some individual \( X \) is a node that is not known to be barred, then \( X \) is red or green or blue. If a rule is such that \( m = 1 \), it is said to be nondisjunctive; a nondisjunctive rule with \( n = 0 \) is called a fact, and instead of writing \( H :\leftarrow \), we just write \( H \). A program that is nondisjunctive (it only contains nondisjunctive rules) and contains no \( \text{not} \) and no \( \neg \) is said to be definite.

A propositional atom is an atom without logical variables. The Herbrand base of a program is the set of propositional literals (propositional atoms and their strongly negated versions) that can be produced by combining all predicates and constants in the program. An interpretation is a consistent subset of the Herbrand base of the program (that is, it does not contain a literal and its strong negation). A propositional literal is true/false with respect to an interpretation when it is/isn’t in the interpretation. Similarly, a propositional subgoal \( A \), where \( A \) is a literal, is true/false with respect to an interpretation when \( A \) is/isn’t in the interpretation, while \( \text{not} A \) is true/false when \( A \) isn’t in the interpretation. A rule is satisfied by an interpretation iff either some of the subgoals in the body are false or all the subgoals in the body and some of the literals in the head are true with respect to the interpretation. A model of a program is an interpretation that satisfies all the rules of the program. A model \( \mathcal{I} \) of a program is minimal iff there exists no model \( \mathcal{J} \) of the program such that \( \mathcal{I} \subseteq \mathcal{J} \).

Every definite program has a unique minimal model; hence it is natural to take this model as the semantics of the program. With negation, there may be no unique minimal model, and there are several proposed semantics [12].

The stable model semantics is based on reducts, defined as follows. Given a program \( \mathbf{P} \) and an interpretation \( \mathcal{I} \), their reduct \( \mathbf{P}^{\mathcal{I}} \) is the propositional program obtained by
We might then force the colors to be assigned so as to generate a three-coloring (that is, no adjacent nodes have the same color) by adding two more constraints:

\[ \neg \text{edge}(X,Y), \text{red}(X), \text{red}(Y). \]

This rule forces auxiliar to be false and the remainder of the body to be false. Usually such a constraint is written simply as follows:

\[ \neg \text{edge}(X,Y), \text{red}(X), \text{red}(Y). \]

We might then force the colors to be assigned so as to generate a three-coloring (that is, no adjacent nodes have the same color) by adding two more constraints:

\[ \neg \text{edge}(X,Y), \text{green}(X), \text{green}(Y). \]

\[ \neg \text{edge}(X,Y), \text{blue}(X), \text{blue}(Y). \]

Given a set of atoms that define a graph, say \( \text{node}(n1), \text{node}(n2), \ldots, \text{edge}(n1,n2), \ldots \), any answer set for the latter program is a three-coloring; failure to have an answer set signals failure to have a three-coloring. One can think of the program as first guessing a color for each node, and then checking whether the required constraint is respected.

Other features of popular ASP packages are aggregates [19] and numeric domains. We avoid these features here as they would take us too far.

3. PASP: Probabilistic Answer Set Programming

Combinations of logic programming and probabilities have been pursued for some time [21, 34, 39, 42, 49]. Many different proposals can be found in the literature [7, 45, 15, 14, 46]; several recent surveys cover very relevant material [5, 47, 27]. A popular scheme is “Sato’s distribution semantics”; both Sato’s original proposal [49] and Poole’s similar Probabilistic Horn Abduction [42] focused on particular cases (definite/acyclic programs), and they have been greatly extended through the years [43, 44, 50, 51]. The basic idea is to allow for probabilistic facts.

A probabilistic fact consists of a fact \( A \), that is associated with a probability \( \alpha \), assumed to be a rational number in \([0, 1]\). The syntax of the ProbLog package [20] for such a probabilistic fact is

\[ \alpha :: A. \]

A probabilistic fact may contain logical variables; for instance we may write \( 0.25 :: \text{edge}(X,Y). \). If we then have constants \( n1 \) and \( n2 \), the latter probabilistic fact can be grounded into \( 0.25 :: \text{edge}(n1,n1), 0.25 :: \text{edge}(n1,n2), 0.25 :: \text{edge}(n2,n1), 0.25 :: \text{edge}(n2,n2). \)

Probabilistic Answer Set Programming (PASP) deals with programs consisting of probabilistic facts, facts, and rules. Sato’s distribution semantics adopts the following interpretation for a grounded probabilistic fact \( \alpha :: A. \):

• with probability \( \alpha \), the fact \( A \) is kept together with all other facts and rules;
• with probability \( 1 - \alpha \), the fact is simply removed from the program.

This semantics induces a probability distribution over logical programs. However, a different semantics for probabilistic facts is adopted in this paper: here we add \( A \) to the program with probability \( \alpha \), and we add \( \neg A \) to the program with probability \( 1 - \alpha \) (if necessary, \( \neg \neg A \) is replaced by \( A \)). We discuss the reason for departing from Sato’s semantics in Section 4.

So, take the set of probabilistic facts of the program of interest, and ground them as needed to obtain a set of probabilistic propositional facts \( \mathcal{F} = \{ \alpha_i :: A_i \}_{i \in I} \). A total choice \( \theta \) is a subset of these latter probabilistic propositional facts. Once we collect the facts in \( \theta \) and the strongly negated facts \( \mathcal{F} \setminus \theta \), and add them to the facts and rules of the original program, we obtain an ASP program. So, if we have \( N \) probabilistic propositional facts, we have \( 2^N \) total choices, and we thus have \( 2^N \) ASP programs. The remaining bit is to define the probability of each total choice (hence the probability that each ASP program is generated), but this is simple enough: probabilistic propositional facts
0.01 :: trip, 0.5 :: smoking, tuberculosis := trip, a1. 0.05 :: a1, tuberculosis := not trip, a2. 0.01 :: a2, cancer := smoking, a3. 0.1 :: a3, cancer := not smoking, a4. 0.01 :: a4, either := tuberculosis, either := cancer, test := either, a5. 0.98 :: a5, test := either, a6. 0.05 :: a6.

Because it is acyclic, the propositional program in Figure 1 (left) is quite easy to read, as its probabilistic facts and rules translate directly into probabilities. The probabilities can be seen in Figure 1 (right); note that here we conflate atoms and the random variables they correspond to (random variables that are defined over the space of all interpretations).

Any acyclic propositional program can be viewed as the specification of a Bayesian network over binary random variables: the structure of the Bayesian network is the dependency graph; the random variables correspond to the atoms; the probabilities can be read off of the probabilistic facts and rules. Conversely, any Bayesian network over binary variables can be specified by an acyclic nondisjunctive PASP program [44]. In fact, the program in Figure 1 has been generated from a well-known Bayesian network [31].

There are several specification languages that can compactly describe Bayesian network over repetitive domains, by parameterizing random variables and resorting to various forms of quantification. For instance, the language of plates, introduced with the BUGS package [25], uses simple geometric figures to specify parameterized random variables that are associated with template probability distributions [11, 23], and several textual languages use elements of functional programming to code repetitive probabilistic structures [26, 28].

Acyclic programs can be used to specify “relational Bayesian networks” as well. For instance, here is an acyclic PASP program that captures part of the well-known University World [24], where we have courses, students, and
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A nondisjunctive stratified program allows one to determine whether it is possible or not to find a path between two given nodes. For instance, if we have a random graph specified as in Figure 2 (the drawing depicts a visual representation of the random graph, with edges annotated with probabilities), then \( P(\text{path}(1, 4)) = 0.2330016 \).

As illustrated by this example, stratified PASP programs can encode recursion. This is a feature that cannot be reproduced with Probabilistic Relational Models based on

4.2. Nondisjunctive Stratified Programs

A program still specifies a single probability distribution if it is nondisjunctive and stratified — that is, if there is no cycle in the dependency graph that contains a negative edge (that is, an edge created by a subgoal containing \texttt{not}).

A nondisjunctive stratified program has a unique minimal model [12]; consequently any total choice induces a unique model and therefore the probabilistic program induces a unique probability distribution over interpretations. Due to this, most of the literature on probabilistic logic program is restricted to this class of programs [20].

Here is a prototypical example of nondisjunctive stratified program:

- \( \text{edge}(X, Y) :\neg \text{edge}(Y, X) \).
- \( \text{path}(X, Y) :\neg \text{edge}(X, Y) \).
- \( \text{path}(X, Y) :\neg \text{edge}(X, Z), \text{path}(Z, Y) \).

These rules can be spelled out as follows: there is a path between two nodes if there is an undirected edge between them, or if there is an undirected edge from one of them to some node from which there is a path to the other node. Coupled with an explicit description of the predicate edge, this program allows one to determine whether it is possible or not to find a path between two given nodes. For instance, if we have a random graph specified as in Figure 2 (the drawing depicts a visual representation of the random graph, with edges annotated with probabilities), then \( P(\text{path}(1, 4)) = 0.2330016 \).

As illustrated by this example, stratified PASP programs can encode recursion. This is a feature that cannot be reproduced with Probabilistic Relational Models based on

4.3. The General Case

If we have a nondisjunctive and non-stratified program, or a disjunctive program, then it may be the case that for some total choices the program has no answer set, or that for some total choices the program has many answer sets. Suppose first that some total choice leads to a program without any answer set; in this case we take that the whole probabilistic program is inconsistent and has no semantics. Other strategies might be possible; we might try to repair the inconsistency [6], or perhaps resort to some three-valued semantics that can accommodate such failures. We leave such strategies to future work.

The more interesting case is the one in which some total choices lead to many answer sets. Note that a total choice \( \theta \) is associated with a probability \( P(\theta) \); the individual answer sets induced by \( \theta \) collectively get mass \( P(\theta) \), but no other stipulations are present. One possibility is to distribute \( P(\theta) \) over the answer sets in some prescribed way (for instance, P-log adopts a uniform distribution over answer sets [3]). Another possibility is to consider the set of all possible probability distributions that can be generated by distributing \( P(\theta) \) over the answer sets. This strategy, first proposed by Łukasiewicz [35, 36], is the one we adopt. Because the semantics is then a set of probability distributions with epistemic import are called credal semantics, as sets of probability distributions with epistemic import are called credal semantics. Figure 3 shows the structure of the credal semantics.
Consider as an example the three-colorability problem for undirected graphs:

\[
\begin{align*}
\text{red}(X) \lor \text{green}(X) \lor \text{blue}(X) & : \neg \text{node}(X). \\
\text{edge}(X,Y) & : \neg \text{edge}(Y,X). \\
: & \neg \text{edge}(X,Y),\text{red}(X),\text{red}(Y). \\
: & \neg \text{edge}(X,Y),\text{green}(X),\text{green}(Y). \\
: & \neg \text{edge}(X,Y),\text{blue}(X),\text{blue}(Y).
\end{align*}
\]

(2)

plus the probabilistic facts in Figure 2 and the facts

\[
\text{red}(1), \text{green}(4), \text{green}(6). \quad (3)
\]

Each total choice fixes a graph; for this particular graph, each answer set is a three-coloring. If it so happens that each total choice induces a single three-coloring, then the program defines a single probability distribution over interpretations. If instead some total choices induce several three-colorings, then the program defines a non-singleton set of probability distributions: for each total choice \(\theta\), the probability mass \(P(\theta)\) can be attached to each one of the answer sets induced by \(\theta\). Take for instance node 3. If both edges to 1 and 4 are present (with probability 0.03), then all answer sets must contain \text{blue}(3). And if both edges are absent, then there are answer sets containing either \text{red}(3) or \text{blue}(3) or \text{green}(3). Other configurations ensue if only one edge is absent.

Under the credal semantics we cannot necessarily associate each propositional atom \(A\) with a sharp probability value. Instead, we can associate \(A\) with a lower probability \(P(A)\) and an upper probability \(\overline{P(A)}\). The lower probability is the infimum over all probability values for \(A\), for all possible probability distributions; likewise, the upper probability is the supremum over these probability values.

Thus we have that, in the last example, \(P(\text{blue}(3)) = 0.03; \overline{P(\text{blue}(3))} = 1; P(\text{red}(3)) = 0.0; \overline{P(\text{red}(3))} = 0.9\).

Suppose now that on top of probabilistic facts in Figure 2 and hard facts in Expression (3), we also have the probabilistic fact

\[
0.2 :: \text{blue}(5). \quad (4)
\]

In this case some total choices fail to produce a three-coloring: for instance, if all edges are present, then there is no way to produce a three-coloring when \text{blue}(5) is set to hold. To have a consistent program, we must work differently. Consider the PASP program:

\[
\begin{align*}
\text{red}(X) \lor \text{green}(X) \lor \text{blue}(X) & : \neg \text{node}(X). \\
\text{edge}(X,Y) & : \neg \text{edge}(Y,X). \\
: & \neg \text{edge}(X,Y),\text{red}(X),\text{red}(Y). \\
: & \neg \text{edge}(X,Y),\text{green}(X),\text{green}(Y). \\
: & \neg \text{edge}(X,Y),\text{blue}(X),\text{blue}(Y). \\
\text{red}(X) & : \neg\text{colorable}, \text{node}(X), \text{not} \neg\text{red}(X). \\
\text{green}(X) & : \neg\text{colorable}, \text{node}(X), \text{not} \neg\text{green}(X). \\
\text{blue}(X) & : \neg\text{colorable}, \text{node}(X), \text{not} \neg\text{blue}(X). \\
\end{align*}
\]

(5)

This program is certainly non-trivial. Basically, if there is a three-coloring for the input graph, the corresponding interpretation is an answer set. But if there is no three-coloring, then colorable is set to false, and all groundings of red, blue and green are set to true except for those groundings that are set to false via probabilistic facts. To guarantee the latter behavior the program resorts to the idiom \text{not} \neg A, where \(A\) is an atom: basically this is true whenever it is not known explicitly that \(A\) is false. As answer sets must be minimal, colorable is true if there is a three-coloring. In our example, \(P(\text{colorable}, \text{blue}(3)) = 0.976\). In fact, we can ask for more: we can determine the probability that \text{there is no coloring at all}; this is precisely 0.024. As colorable indicates the possibility of a three-coloring for each total choice, there is a sharp value for its probability.

Thus in PASP we can formulate a combinatorial problem and ask for the lower/upper probability of its atoms; also, we can ask for the probability that there is a solution at all.

Using the three-coloring example we can analyze in more detail the semantics of probabilistic facts. Recall that Sato’s semantics takes probabilistic fact \(\alpha :: A\), to mean that we should impose \(A\) with probability \(\alpha\) and discard it with probability \(1 - \alpha\). Our approach is different in that it means:

\[
\begin{cases}
\text{take } A \text{ with probability } \alpha; \\
\text{take } \neg A \text{ with probability } 1 - \alpha.
\end{cases}
\]

Of course we can do so because strong negation is available in ASP, however, mere availability of \(\neg\) is not the key point. To understand why we propose this departure from Sato’s proposal, take again the three-coloring program in Expression (5) with probabilistic facts in Expressions (3) and (4). If we adopt our proposed semantics for the probabilistic facts, the credal semantics yields \(P(\text{blue}(5)) = 0.2\) and \(P(\text{colorable, blue}(5)) = 0.1856\) (some probability mass is “lost” to configurations without three-colorings). If we adopt Sato’s semantics for the probabilistic facts, and continue with the construction of the credal semantics, we obtain \(P(\text{colorable, blue}(5)) = 0.1856\) but \(P(\text{colorable, blue}(5)) = 0.9280!\) This behavior of Sato’s semantics may be manageable in acyclic programs, where the effect of probabilistic facts is relatively easy to grasp.\(^1\)

In the presence of cyclic rules and constraints, such as the ones typically found in ASP programming, it does not seem appropriate to leave this management to the programmer, and it seems better to alert her about problems through inconsistency. It may be sometimes inconvenient to get inconsistency, but we find that it is a small price to pay to avoid the perplexing behavior of Sato’s semantics.

To finish this section, we briefly comment on the ability of PASP to solve complex problems.

\(^1\) Even for acyclic programs may raise difficulties. Consider the simple acyclic program consisting of \(0.2 :: r(a)\), and \(0.8 :: r(X)\); then \(P(r(a)) = 0.2 + 0.8 = 0.2 \times 0.8 = 0.164\) in Sato’s semantics (not \(P(r(a)) = 0.2\) as one might think).
Suppose we have a collection of companies \( C = \{c_1, \ldots, c_m\} \), such that each company manufactures a range of products. Each product \( g_j \) is manufactured by two companies, as specified by atom \( \text{produce}(c_i, c_j, g_j) \). Each company \( c \) may be owed by three other companies, as specified by \( \text{control}(c_i, c_j, c_k, c_l) \) (a company may be controlled by more than one triple). A strategic set \( \mathcal{C}' \) of companies is a minimal subset of \( \mathcal{C} \) (minimal with respect to inclusion) such that: 1) the set of all products manufactured by \( \mathcal{C}' \) is identical to the set of all products manufactured by \( \mathcal{C} \); 2) if the three controlling companies of a company \( c \) is in \( \mathcal{C}' \), then \( c \) is in \( \mathcal{C}' \). The question is, given a company \( c \), is it in some strategic set? This problem is \( \text{NP}^{\text{NP}} \)-complete, hence it is widely believed to be harder than the three-coloring problem. Amazingly, the “strategic company” problem can be solved by a short ASP program [17]:

\[
\text{strategic}(C1) \lor \text{strategic}(C2) := \text{produce}(C1, C2, G),
\]

\[
\text{strategic}(C) := \text{produce}(C1, C2, C3, C),
\]

\[
\text{strategic}(C1), \text{strategic}(C2), \text{strategic}(C3).
\]

The first rule guarantees that all products are still sold by the strategic set. The second rule guarantees that, if three companies are in the strategic set, then a company they control is also in the strategic set. The minimality of answer sets guarantees the required minimality of strategic sets.

Now suppose, as it so happens in real life, that there is some uncertainty as to which company controls which. We may then be interested in the probability that some company \( \text{comp} \) is in some strategic set. We must simply state the relevant probabilistic facts such as

\[
0.88 := \text{control}(\text{comp1}, \text{comp2}, \text{comp3}, \text{comp}).
\]

and then compute \( \mathbb{P}(\text{strategic}(\text{comp})) \). In so doing we must go through the set of solutions of an \( \text{NP}^{\text{NP}} \)-complete problem.

5. Some Comments on Interpretation

We have so far posed questions as computational exercises: What is the probability that there is a three-coloring? That this node is red? In the remainder of this section we focus on the interpretation of the lower/upper probabilities obtained in answering such questions.

So, take a PASP program like the three-coloring one (Expression (2)). Although total choices may be associated with non-singleton credal sets, the atom colorable has a unique value per total choice; hence the probability of this atom is sharp. However, probabilities on the color of particular nodes may of course fail to be sharp. What is then the import of \( \mathbb{P}(\text{red}(2)) \)? Basically, there is at least probability \( \mathbb{P}(\text{red}(2)) \) that node 2 gets red if a three-coloring is selected after the uncertainty is resolved (that is, after the atoms associated with probabilities have their values set). Similarly, we have at most probability \( \mathbb{P}(\text{red}(2)) \) that node 2 gets red if a three-coloring is selected after the uncertainty is resolved. We can thus take lower/upper probabilities as values generated by decisions taken after the resolution of uncertainty. This is certainly in contrast to most decision-making models where decisions are made before dice are rolled [9].

In fact we may choose to attach a more active role to the agent, supposing that it selects a three-coloring after uncertainty is resolved: the lower probability is the probability if the agent is adversarially working against red in node 2, while the upper probability obtains if the agent works on behalf of red in node 2. There is then an important point to make: lower/upper probabilities can be viewed as sharp probabilities with respect to appropriate questions. If one asks, “What is the probability that I will be able to select a three-ordering where node 2 is red?”, the answer is exactly \( \mathbb{P}(\text{red}(2)) \). Note that the query is actually \( \mathbb{P}(\text{there is an answer set such that red(2)}) \). Similarly, the question “What is the probability that node 2 will be red in a three-coloring, no matter what I do?” leads to a lower probability as it asks whether for the probability that all answer sets have node 2 painted red.

Thus PASP indeed lets one formulate probabilities that quantify over answer sets, disguised as lower/upper probabilities.

To conclude, the program that encodes the “probabilistic strategic company” problem also illustrates a situation where the computation of \( \mathbb{P}(\text{strategic}(\text{comp})) \) actually answers the question “What is the probability that I will be able to place comp in a strategic set?” While in the three-coloring problem it was necessary to introduce a predicate colorable to determine when a total choice induces a solution (a three-coloring), here determining whether a company is in a strategic set is the problem itself. Consequently, \( \mathbb{P}(\text{strategic}(\text{comp})) \) is also the probability of finding a positive solution to the problem (that is, \( \mathbb{P}(\text{there exists an answer set such that strategic(\text{comp}))} \)).

6. Computing (Lower/Upper) Probabilities

Obviously, a powerful programming language is only useful if its instances can be run in reasonable time. As ASP can encode problems that are \( \text{NP}^{\text{NP}} \)-complete, we cannot expect every PASP program to run quickly. But we must at least know how to exploit problem descriptions to speed up the calculation of lower/upper probabilities.

Note that a stratified nondisjunctive programs specifies a single probability distribution and any query is answered by a sharp probability value. The computation of probabil-
Ities for stratified programs has been explored through a variety of counting techniques [2, 20, 47]. We thus focus on lower/upper probabilities that arise in connection with general programs.

The first observation we make is that conditional lower/upper probabilities can be easily calculated from unconditional lower/upper probabilities, due to properties of the credal semantics that we now investigate. This is due to the following result, alluded to before [10] in connection with Sato’s semantics for probabilistic facts:

**Theorem 1** Suppose we have a PASP program whose semantics is a credal set \( \mathcal{K} \). Then: 1) the lower probability with respect to \( \mathcal{K} \) is an infinitely monotone Choquet capacity; 2) \( \mathcal{K} \) is the largest credal set dominating this capacity; 3) \( \mathcal{K} \) is closed and convex.

To sketch the proof of this result, refer to Figure 3: we have a space endowed with a single probability distribution, and a multi-valued mapping into a second space. Results from the theory of Choquet capacities then lead to the desired representation. The importance of Theorem 1 is that we immediately obtain expressions for lower/upper conditional probabilities. We have, for events \( \mathcal{A} \) and \( \mathcal{B} \):

\[
\mathbb{P}(\mathcal{A} | \mathcal{B}) = \frac{\mathbb{P}(\mathcal{A} \cap \mathcal{B})}{\mathbb{P}(\mathcal{A} \cap \mathcal{B}) + \mathbb{P}(\mathcal{A}^c \cap \mathcal{B})},
\]

\[
\mathbb{P}(\mathcal{A}^c | \mathcal{B}) = \frac{\mathbb{P}(\mathcal{A}^c \cap \mathcal{B})}{\mathbb{P}(\mathcal{A} \cap \mathcal{B}) + \mathbb{P}(\mathcal{A}^c \cap \mathcal{B})}.
\]

Thus in the remainder of this section we focus on the computation of \( \mathbb{P}(A_1, \ldots, A_n) \), where each \( A_i \) is a literal. It should be clear that the computation of lower probabilities follows similar lines.

As input we have a PASP program and literals \( \{A_i\} \). Our strategy is:

1. First ground the program.
2. Then the resulting propositional PASP program is turned into a (possibly long) propositional formula. The transformation of an ASP program into a propositional formula in Conjunctive Normal Form (CNF) is well-known [29]; we assume that such an algorithm is run.\(^3\) All literals that appear in probabilistic facts must be left in the program; at the end the propositions that are associated with those facts must be marked with the corresponding probabilities.
3. Finally run an adapted solution counting algorithm that computes the desired probabilities. The counting problem for \( \text{NP}^{\text{RE}} \) problems has received relatively little attention in the literature, but some clever algorithms have been proposed [1, 2]. Our contribution in this paper is to adapt one particular algorithm; in the remainder of this section we do so.

We thus have a CNF formula where some propositions are associated with probabilities; we call these the *priority* propositions. The remaining propositions are referred to as *non-priority* ones. We must count the satisfying assignments for priority propositions (non-priority propositions are set as needed). Such a counting problem is solved by the dSHARP algorithm by Aziz et al. [1]. The dSHARP algorithm modifies the celebrated DPLL algorithm. The latter algorithm is, in essence, rather simple: suppose we wish to check the satisfiability of formula \( \phi \); then select a proposition \( C \); simplify \( \phi \) as if \( C \) were true, and recurse until it is possible to prove that the new formula is satisfiable or not; and simplify \( \phi \) as if \( C \) were false, and recurse until it is possible to prove that the new formula is satisfiable or not. The DPLL algorithm implicitly builds a tree that branches on the selected propositions; there are many techniques to select propositions, to detect as early as possible when to stop recursing, to store useful information, and to exploit problem decompositions [4]. Algorithms that count satisfying assignments of CNF formulas are often based on the same sort of computing tree, but instead of exploring the tree only until a satisfying assignment is found, the algorithms must go through the whole tree, explicitly or implicitly.

The basic idea in the dSHARP algorithm is to build an implicit tree as the DPLL algorithm, but to select non-priority propositions only when there are no priority ones in the formula at hand. The counts associated with two distinct assignments of the same priority proposition are added, and at the end the number of satisfying assignments (for the priority propositions) are obtained. Two techniques are used to speed up the whole process. First, the algorithm must detect as early as possible when the formula can be satisfied; when this happens and some priority propositions remain unassigned, the algorithm computes in closed-form the number of assignments for those propositions (a simple calculation: \( 2^K \) assignments if there are \( K \) unassigned propositions). Second, it may be the case that a formula in CNF may be divided into several sub-formulas, each one of them a conjunction of clauses, such that propositions in one sub-formula do not appear in other sub-formulas. In this case the number of satisfying assignments for the original formula is the product of the number of satisfying assignments for each one of the sub-formulas.

To illustrate this process, Aziz et al. [1] use a simple example that we reproduce in Figure 4. The goal is to count the number of assignments of \( A \), \( B \) and \( C \) for the original formula \( \phi \). Only branching on these priority propositions is shown; when a formula contains only non-priority propositions, the branching required to determine satisfiability

---

\(^3\) Propositional formulas in Conjunctive Normal Form are written as conjunctions of clauses, where a clause is a disjunction of literals. A package that generates a CNF formula out of an ASP program can be found at research.ics.aalto.fi/software/asp.
is not shown. The counts obtained by branching are the numbers shown in the leaves. Note that when $A$ is applied to formula $\phi$, the result is a formula with two “disjoint” sub-formulas $\phi_1$ and $\phi_2$: the conjunction of these sub-formulas is represented by the left dot. And when $\neg A$ is applied to $\phi$, “disjoint” sub-formulas $\phi_3$ and $\phi_4$ are obtained; their conjunction is represented by the right dot. Thus $\phi_5$ “gets” 1, and $\phi_1$ gets 2; similarly, $\phi_7$ gets 1 and $\phi_8$ gets 0 (at $\phi_8$ is not satisfiable), so $\phi_2$ gets 1. The left dot gets 2 and 1, and multiplies them, “sending” 2 to $\phi$. By the same procedure, the right dot sends 2 to $\phi$; at $\phi$ we obtain $2 + 2 = 4$ satisfying assignments for priority propositions.

To adapt this algorithm to our setting, note that in PASP probabilities are directly associated with atoms. Thus we do not have to pursue a sophisticated encoding of probability values, such as done for Bayesian networks [8, 13]. Instead we just have to take into account that each priority proposition is associated with a probability, and all of them are stochastically independent. What happens then is that any leaf node sends a 1 or a 0 up (from the satisfiability of a corresponding sub-formula). These numbers are then sent up across the edges. When a number is sent from a sub-formula to another one through an edge labeled with a literal, the number is multiplied by the probability of that literal. Also, the numbers must be added at non-leaf nodes containing sub-formulas, and they must be multiplied at dots that represent separation into components. It should be noted that in our setting we do not need to multiply these numbers by any factor when there are unassigned priority propositions: any such proposition would lead to branches containing a number and 1 minus that number; as the numbers in these branches are to be added, the effect of the unassigned proposition is just a factor 1.

To understand the algorithm, consider Figure 4. Suppose that the priority propositions are actually generated from three probabilistic facts in a PASP program:

$$\alpha :: A, \quad \beta :: B, \quad \gamma :: C.$$ 

Node $\phi_1$ gets $\beta$ and $1 - \beta$; it adds both and sends 1 to the left dot. Node $\phi_2$ gets $\gamma$ from its left child and 0 from its right child; thus it sends $\gamma$ to the left dot. Similarly, the right dot gets $\beta$ from $\phi_3$ and 1 from $\phi_4$. Consequently $\phi$ gets $\alpha \gamma$ from the left dot and $(1 - \alpha) \beta$ from the right dot; it adds both numbers thus producing the correct upper probability that $\phi$ is satisfied: $\alpha \gamma + (1 - \alpha) \beta$.

7. Conclusion

Hopefully the reader is convinced that PASP offers an elegant way to code probabilistic questions. Most of the existing literature focuses on acyclic or definite or stratified programs that are already quite powerful as they can capture Bayesian networks and their relational variants, and even introduce recursive behavior. General programs, with disjunctive heads and non-stratified behavior, have been left aside, often viewed as pathological entities devoid of semantics.

The point of this paper is that, once a proper credal semantics is given, cyclic programs provide concise encodings for probabilistic combinatorial problems. The semantics is actually straightforward and mathematically simple as it is based on the well-known theory of two-monotone Choquet capacities. Many applications can be considered; just as an example, one may be interested in the robustness of planning policies to uncertainty in initial conditions, with planning problems encoded through ASP [1].

The real challenge ahead is to build PASP solvers that can take on practical problems. The scheme we have outlined in this paper has three steps: grounding, conversion to satisfiability, and (adapted) counting techniques. Each one of these steps deserves further analysis:

1) Many ASP solvers selectively ground rules and facts [30]. In ASP, not all grounded rules and facts are needed in a particular calculation; finding exactly the needed ones is the goal of a grounder. Future work should consider techniques that selectively ground PASP programs.

2) There are several ASP solvers that are based on conversion to propositional satisfiability, but usually they work by constructing formulas gradually, introducing clauses only as needed — this is important because the size of the whole propositional formula may be exponential on the input program [33]. Similar techniques should be examined for PASP in future work.

3) The adapted counting algorithm we have presented should be refined in future work. There are many techniques used in DPLL that should be tested in the context of PASP. And there are entirely different counting techniques that could be appropriate in various scenarios [1] and that deserve attention.
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Figure 4: The counting example from Aziz et al. [1].
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